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Siamese Neural Networks for User Identity
Linkage Through Web Browsing

Yuanyuan Qiao , Yuewei Wu, Fan Duo, Wenhui Lin, and Jie Yang

Abstract— Linking online identities of users among countless
heterogeneous network services on the Internet can provide an
explicit digital representation of users, which can benefit both
research and industry. In recent years, user identity linkage (UIL)
through the Internet has become an emerging task with great
potential and many challenges. Existing works mainly focus on
online social networks that consider inconsistent profiles, content,
and networks as features or use sparse location-based data
sets to link the online behaviors of a real person. To extend
the UIL problem to a general scenario, we try to link the
web-browsing behaviors of users, which can help to distinguish
specific users from others, such as children or malicious users.
More specifically, we propose a Siamese neural network (NN)
architecture-based UIL (SAUIL) model that learns and compares
the highest-level feature representation of input web-browsing
behaviors with deep NNs. Although the number of matching and
nonmatching pairs for the UIL problem is highly imbalanced,
previous studies have not considered imbalanced UIL data sets.
Therefore, we further address the imbalanced learning issue
by proposing cost-sensitive SAUIL (C-SAUIL) model, which
assumes higher costs for misclassifying the minority class. In the
experiments, the proposed model is robust and exhibits a good
performance on very large, real-world data sets collected from
different regions with distinct characteristics.

Index Terms— Cost-sensitive classification, loss function,
Siamese neural networks (NNs), user identity linkage (UIL).

I. INTRODUCTION

THE Internet brings us ubiquitous connections with unlim-
ited information and resources. With the prevailing use

of smart devices in recent years [1], users like to carry mobile
devices and connect to mobile Internet whenever and wher-
ever possible. To provide better recommendations or services,
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the complete description for the user’s online interests, often
referred to as a user profile, is crucial. However, unlike
physical trajectories, our “Digital Footprints” [2] can appear
on any web service on the Internet, and the web-browsing
behaviors of users are split by different web services the user
have visited and various devices the user have used. The
multiple states of users, including logging in, not logging
in, or anonymous, make the problem of UIL more difficult.
Even so, the UIL problem has attracted increasing attention
in recent years [3] due to service quality (e.g., enhancing
recommendations, solving cold-start problems, and web devel-
opment analyses) [3], [4], research purposes (e.g., information
diffusion, network dynamics, and patterns of user migration
between multiple online services) [3] and cybersecurity issues
(e.g., verifying ages online) [5].

Most of the previous works focus on UIL across online
social networks, which consider profiles, content, and network
as the components of a user’s identity [3], [6]. Facing inac-
curately filled profile information, heterogeneous networks,
and the intuition that people’s core interests will not change
in short period, some researchers try to model a user’s
intrinsic characteristics with the user’s generated or browsed
content [4], [7], [8]. For the general cross-domain case, it has
been found that location-based data sets are more suitable
to establish users’ uniqueness or classify users into different
groups [9]–[11]. Toward the usage of Internet services across
varied devices, the web-browsing behaviors of users are also
a useful source to solve the UIL problem since they can be
obtained from web logs that continuously record all Internet
usage behaviors of users [12].

Although web browsing involves private information such
as browsing history, UIL through web browsing has important
significance for scenarios such as constructing user identity
libraries to identify specific users in company or home net-
works, which ensures the security of the network environment
for company staff and children, respectively. For example:
1) at home, family members usually share devices such as
mobile phones, iPads, and computers if children visit web-
pages for adults on several devices without needing to log in or
by using their parents’ accounts; their online identities should
be identified by distinguishing their browsing behaviors from
those of others and 2) at the workplace, a large number of
users anonymously connect to the Internet through an access
point (AP) or WiFi with a dynamic Internet protocol (IP)
address. When malicious online behavior is detected, it is nec-
essary to identify all the online behaviors of suspicious users.
For the above scenarios, in our study, we aim to identify
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target users (children or suspicious users) by distinguishing
their web-browsing behaviors as accurately as possible, which
will be recorded continuously for constructing complete iden-
tity libraries to identify their newly generated web-browsing
behaviors under the state of anonymity or using other people’s
online accounts on different devices. In addition, although
digital identities such as IP, spatial, and user device-related
features can be extracted from web logs [13], we only focus
on uniform resource locator (URL)/web content and the time
the user browsed it. We try not to involve personal identi-
fiers as the general data protection regulation (GDPR) [14]
suggests.

The UIL problem is quite challenging since information
generated by users online is incomplete, inconsistent, hetero-
geneous, and sparse; sometimes this information can even be
deliberately faked. The core idea of linking a user’s online
identity [15] is extracting unique features that can differentiate
each person, and then features belonging to the same real
person are linked. Features that may show the unique nature
of a person include personal profiles, generated or browsed
content, social network interactions, physical locations, and
timestamps. Then, the UIL problem is turned into a typical
classification problem, which is usually solved by classifica-
tion/prediction models. Following the idea that the intrinsic
interests of humans remain unchanged over a long period [7]
to interpret the deep semantics hidden in many web-browsing
behaviors, in this work, we employ the Siamese neural net-
work (NN) architecture with bidirectional long short-term
memory (BLSTM). It computes the similarity between the
highest-level feature representation [16]. Instead of knowing
the exact class of each input, Siamese nets output the similarity
value of each input pair. Siamese nets show great potential
in scenarios involving finding similarities or a relationship
between two comparable things, which can be applied to our
UIL problem, i.e., identifying the specific user by linking all
of his/her web-browsing behaviors.

Through all the research on the UIL problem, imbalanced
data is a key, widespread issue since the goal is usually to
find one matching user identity pair out of over a thousand
or ten thousand nonmatching user identity pairs, and the
number of matching and nonmatching pairs is extremely
imbalanced. Previous works have discussed the challenges of
classification with highly imbalanced UIL data sets and have
recommended the precision and recall as reliable evaluation
metrics. [3], [17], [18]. However, little effort has been made
to solve the imbalanced UIL problem. In a highly imbalanced
environment, for n user identity pairs, none or only one
of them is a matching pair. Although we want to identify
matching pairs, if the traditional binary classifier predicts
that all the inputs belong to the majority class (nonmatching
pairs), the prediction accuracy may be 90% or even higher.
As an inevitable result, a certain proportion of matching pairs
will not be identified. Under/oversampling methods [19], [20]
can balance the distribution of majority and minority classes,
respectively. In addition, cost-sensitive learning [21], [22] can
set the penalty minority class value according to the practical
environment, which will not change the distribution of data,
e.g., we should increase the cost for “not finding” the matching

pair of web-browsing behaviors and also the cost of mis-
classifying the nonmatching pairs into matching pairs. With
the proposed Siamese architecture-based UIL (SAUIL) model
to reduce the influences of imbalanced data, in this work,
we propose new cost-sensitive loss functions for cost-sensitive
learning of features and classifier parameters and examine
the performance of our model under different imbalance
ratios and under sampling proportions. We summarize our key
contributions as follows.

1) We propose a Siamese architecture-based UIL model
with BLSTM as a subnetwork. The model compares
the similarity of two inputs, i.e., two web-browsing
behaviors in our case. The web-browsing pair that has a
high similarity value will be classified as belonging to
the same real person.

2) Finding one matching pair out of thousands of non-
matching pairs represents an extremely imbalanced clas-
sification problem. We propose a cost-sensitive loss
function that increases the cost of misclassifying the
minority class. Then, we propose the cost-sensitive
SAUIL (C-SAUIL) model for imbalanced user identity
linkage (UIL) problems through visited webpages.

3) For the evaluation, we collected three very large,
real-world data sets with distinct characteristics: 1) the
data traffic of mobile Internet from a northern city
in China; 2) the data traffic of fixed network from a
campus in Beijing, China; and 3) the browsing history
of BitTorrent (BT) from a campus network in Beijing,
China. The experimental results show that the proposed
SAUIL model outperforms other deep NN models, and
the cost-sensitive SAUIL model further improves the
G-mean and F-measure metrics.

The proposed NN-based learning system can find the
highest-level feature representations of user interests are
extracted by BLSTM and compared with a distance func-
tion in the two twin networks that share the same para-
meters. We also analyze the effect of the proposed loss
functions on the backpropagation algorithm by deriving rela-
tions for propagated gradients. The source code of the pro-
posed model can be found at https://github.com/fanduo12138/
User_Identity_Linkage, along with the data sets of the BT
resource.

The remainder of this paper is organized as follows.
In Section II, we summarize related studies. Section III
describes the definition and preliminary assumptions of our
UIL problem. We introduce the details of our SAUIL model
and the cost-sensitive C-SAUIL model in Section IV. Then,
the experiments and analysis results are presented in Section V.
Finally, we conclude our work in Section VI.

II. RELATED WORK

The increasing popularity and diversification of Internet
services, such as social networking, instant messaging, forums,
online videos, and online e-commerce sites, have made UIL
problems receive increasing attention [3]. Usually, the goal
of the UIL problem is to answer a simple question: do two
online identities belong to the same real person? This question
can be seen as a classification problem, which classifies the



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

QIAO et al.: SIAMESE NNs FOR UIL THROUGH WEB BROWSING 3

online identities belong to the same real person to the same
class. In handling the classification tasks, the two main chal-
lenges are extracting representative features and constructing
classifiers with good performance. In this section, we will
summarize the previous studies according to these two aspects.

A. Extracting Representative Features

For homogeneous or heterogeneous data sources, repre-
sentative features are selected, extracted, and compared by
different methods and models. Distance functions, such as
the Jaro–Winkler distance [23] and the Jaccard index [8], term
frequency and probabilistic methods, such as the bag-of-words
model [17], the term frequency-inverse document frequency
(TF-IDF) [24], N-Gram models [4], and topic models [4], [8],
can measure the similarity and difference of texts by com-
paring the terms or extracting the content topics. Users’
spatiotemporal trajectories are matched using frequency or
probabilistic methods by calculating the weight for different
locations [9]–[11], which is very similar to text-matching
methods except for these methods consider time as a neces-
sary attribute. Another method that links user online identity
between heterogeneous data sets involves mapping features
from multiple platforms to a homogeneous space (usually
referred to as the latent space) with an embedding-based
method [25]–[31] or a projection matrix [17]. Since every
package transmitted over the Internet can be recorded in web
logs as flows, which are aggregated from packets by five triples
(the source IP, destination IP, source port, destination port,
and the protocol), finding the online identity of users through
web browsing can directly link online behaviors of a real user.
With the probabilistic soft logic method, many features in web
logs are leveraged to collectively determine whether sets of
web logs belonging to the same user [12], [13]. The URL in
web logs records the global address of the documents and
other resources on the Worldwide Web. Lexical, host, and
content information can be obtained for a URL as feature
representations [32]. The above work failed to capture the
semantic or sequential patterns and handled unseen features
without substantial manual feature engineering; therefore,
researchers apply deep learning methods to learn represen-
tations of multiple levels of abstraction from URLs [33].
Inspired by previous works, we employ a deep learning
method to learn the representative features. We propose a
Siamese NN-based architecture with a multilayer perceptron
(MLP), a convolutional NN (CNN), or BLSTM as a subnet-
work to extract features from web-browsing behaviors.

B. Constructing a Classifier With Imbalanced
Learning Methods

Many machine learning algorithms can be applied for
solving UIL problems, including supervised, semi-supervised,
and unsupervised methods [3], [6], [31]. Although matching
online identity pairs is very rare among all pairs, to the
best of our knowledge, previous works did not handle the
imbalanced UIL problem introduced by extremely imbal-
anced minority (matching online identity pairs) and majority
classes (nonmatching online identity pairs) when constructing

the classifier. Two basic strategies for addressing imbalanced
learning are preprocessing and cost-sensitive learning [34].
Preprocessing methods, such as oversampling and undersam-
pling, will greatly change the distribution of extremely imbal-
anced data. The ensemble learning algorithms achieve a good
performance on the class imbalance problem because they
can increase the accuracy of single classifiers by combining
several of them, which must be specifically designed [35].
Recently, cost-sensitive algorithms that assume higher costs for
the misclassification of minority class [36], [37] have gained
increasing attention since they do not change the original
distribution of the data or increase the computational com-
plexity. By learning different weights of the model for different
classes [37]–[40] or employing new loss functions [41], [42],
cost-sensitive deep NNs are proposed.

Inspired by the above works, we attempt to solve the prob-
lem of imbalanced learning by minimizing the overall cost on
the training data set with a cost-sensitive classification model
that employs a Siamese NN architecture. For the UIL problem,
the number of matching and nonmatching pairs is extremely
imbalanced, which can be well handled by the Siamese NN
architecture. With the two newly proposed loss functions, our
model, SAUIL, can also operate under a cost-sensitive setting
and can achieve a better performance.

III. PROBLEM DEFINITION AND

PRELIMINARY ASSUMPTIONS

A. Problem Definition

In general, the UIL problem is to link the online behav-
iors of a real person by extracting the unique properties of
users from online activities. In this work, we try to link the
web-browsing behaviors of the same user by extracting the
intrinsic interest from the web-browsing behaviors, which is
recorded by URLs or the content the user browsed, as illus-
trated in Fig. 1.

Definition 1 (User Web-Browsing Behavior): We define a
user’s online web-browsing behavior as a triple (u, P, V k)
where u ∈ U denotes a real user and U = {u1, u2, · · · , uM }
is the set of all M users. P = {p1, p2, · · · , pI } is the
web-browsing behavior of a user, i.e., a collection of visited
webpage sets pi , where i = 1, 2, · · · , I for the i th webpage
set, which refers to a series of URLs or content instances that a
user continuously visited in a dynamic time interval. For each
p ∈ P , we obtain a feature mapping p → v, where v ∈ V k is
the k-dimensional feature vector representing webpage set p.
Then, we have a mapping function �(u) = V k by learning its
inverse function �−1(V k) = u since we try to infer real users
who visited a set of given webpages.

We can observe tens of thousands of webpage sets p ∈
O B , where O B denotes the traces of a user’s online browsing
behavior, i.e., all webpages the user visited. Our goal is to use
a linking function � to find all the p that belong to the same
user, which is defined below.

Definition 2 (Webpage Set Linking Function): Given all
webpage sets in O B , we have a threshold δ. The linking
function � will calculate the distance of each webpage set
pair (ptn

i , ptn+1
j ) ∈ O B in two adjacent time intervals tn and
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Fig. 1. Illustration of UIL through web browsing.

tn+1, which is considered to be generated by the same real
user if the value of the distance between the feature vector of
ptn

i , ptn+1
j is larger than δ, that is,

�
(

ptn
i , ptn+1

j

) =
{

1 D
(
vk

i , vk
j

)
> δ

0 otherwise.
(1)

Here, D : R
k → R is the distance between the

k-dimensional feature vector of any two webpage sets pi , p j ∈
O B , where D represents the distance function. The condition
∃q > 0 such that D(vk

i , vk
j )+q < D(vk

i , vk
j ′) must be satisfied.

We assume that a user can generate only one webpage set
during a time interval since it is very rare for a real person
to browse several websites on different equipment and with
different IP addresses at the same time, so we do not consider
linking the webpage set pairs in the same time interval.

Since the same user shows unchanged intrinsic interests
over a long period of time [4], the webpage set linking
function should minimize (maximize) the distance between
two webpage sets generated by the same (different) actual user
or users. Given a set of webpages P ∈ O B that users visited,
to connect the online accessing behaviors of real persons,
we get (u, P, V k) for each user in U = {u1, u2, · · · , uM }
by obtaining webpage set linking functions � that satisfy

arg min
1≤m,n≤M

D(�(um),�(un)) (2)

where um and un are the same users who visited different p in
different time intervals. The webpage set linking functions �
also satisfy the following:

arg max
1≤m,n≤M

D(�(um),�(un)) (3)

where um and un are different users.

In this paper, the above goal is achieved by learning
the hyperparameters in different layers of Siamese NNs by
minimizing the expected cost. A loss function will be proposed
to weight each possibility that pi , p j should be linked or not
by estimating the importance of each class.

B. Siamese Neural Networks

Siamese NNs were introduced to solve signature verification
as an image-matching problem [43]. Generally, there are two
twin networks, and the architecture and weights of each
network are exactly the same. Then, the inputs of each network
(usually images) are compared by computing the “semantic”
distance of the highest-level feature representations [44]. Deep
NNs, such as MLP, CNN, and BLSTM, are applied to form
twin networks [16], [43], [44]. In this paper, we examine and
compare the above three NNs. The overall architecture will be
presented in Section IV, followed by detailed experiments in
Section V.

IV. PROPOSED MODEL

In this section, we will show details about the proposed
model. Our approach is to build a trainable framework that
maps and compares two different webpage sets so that the
distance between two inputs is small if the webpage sets
belong to the same real user; otherwise, the distance is
large. For the input webpage sets, we adopt a cost-sensitive
Siamese NN with a cost-sensitive loss function to compute
the similarity of the inputs and to classify the results. Finally,
the web-browsing behavior of the same user is identified.

A. Siamese Architecture

Fig. 2 shows the Siamese NN architecture. The webpage
sets ptn

i , ptn+1
j are input into each twin network. To learn the
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Fig. 2. Siamese NN architecture.

vector representations of the raw URLs or content instances
that refer to users’ web-browsing behaviors, word vectoriza-
tion is completed by applying Word2vec [45], [46] with the
continuous bag-of-words (CBOW) model and the skip-gram
model. Then, the subnetwork that adapts either the MLP, CNN
or BLSTM is trained to extract deep feature representations.
The twin networks shared all their metrics and parameters,
which means that two identical subnetworks are trained.
Although the subnetwork is the core of the Siamese NN,
it does not have the same constraints as the NN classification
algorithm; i.e., it only needs to compute whether two inputs are
of the same class or not, instead of knowing which class each
input belongs to. In the dropout layer, some units are dropped
out randomly with a certain probability p from a Bernoulli
distribution during training to reduce overfitting [47]. In the
dense layer, each neuron is connected with all the neurons
in the previous layer (i.e., fully connected); in this way,
the dimensions of the vector can be changed. In our model,
the dimensions of vectors in the dense layer are reduced. Then,
we apply the Euclidean distance to calculate the distance.
To satisfy requirements (2) and (3), we use the exponential
function as our distance function D to minimize (maximize)
the distance between webpage sets generated from different
users (the same user); that is,

D(�(μm ),�(μn)) = e‖�(μm)−�(μn)‖2−α (4)

where α is a hyperparameter of the proposed model.

B. Subnetwork

In this paper, we consider three deep networks as the
subnetwork in the Siamese NN architecture: MLP, CNN, and
BLSTM.

1) MLP: An MLP is a class of feedforward artificial NNs
with at least three layers of nodes.

2) CNN: CNNs have been widely applied to solve the prob-
lem of image representation learning [48]. A CNN consists
of one of more convolutional layers for extracting complex
features, a fully connected layer on the top, the associated
weights and a pooling layer.

3) BLSTM: The LSTM model introduces a new struc-
ture, a memory cell, to the traditional recurrent NN (RNN),
to reduce exploding or vanishing gradient during the gradient

backpropagation phase. BLSTM can efficiently make use of
past features (via forward states) and future features (via
backward states) for a specific time frame.

C. Cost-Sensitive Learning

Traditional classifiers value the overall prediction precision.
In our case, we aim to minimize the overall cost on the training
data set with a cost-sensitive classification [49]. More specif-
ically, the minimal expected risk R(q1|x) can be expressed as
classifying an input vector x into class p

R(q1|x) =
∑

q2 �=q1

P(q2|x)Cq1,q2 (5)

where Cq1,q2 is the misclassification cost of misclassifying an
instance x that belongs to class q1 to class q2. P(q2|x) is
the posterior probability for classifying an input into class q2.
According to (1), for the case of 0–1 classification, we have
Cq1,q2 = 1, and Cq1,q1 = 0. Based on Bayesian decision
theory, to reach the minimum overall expectation risk, in our
case, we have the ideal classifier that satisfies

arg min
q1

R(q1|x) = arg min
q1

E(L ,Y )[C(Y, �(P))] (6)

where P is webpage sets, Y is the label vector that only has
elements 0 and 1, and �(L) is the linking function that outputs
the label 0 or 1 for the input webpage sets.

To reduce the influence of imbalanced data, we increase the
cost of misclassification the minority class by introducing a
cost-sensitive loss function. To achieve this goal, we propose
a loss function: the cost-sensitive mean distance false error
(MDFE). In general, we calculate the loss for the majority and
minority classes to increase the cost for the minority class.

D. Cost-Sensitive MDFE Loss Function

The MDFE proposed in this paper is shown in the following:

FNE = 1

Nn

Nn∑

n=1

[(
1 − d(i)

n

) × (
y(i)

n

)2] (7)

FPE = 1

Np

Np∑

n=1

[(
d(i)

n − 0
) × max

(
0, τ − y(i)

n

)2] (8)

l = FNE + FPE × k. (9)



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

TABLE I

DESCRIPTION OF THE DATA SETS

FNE is the average loss value of the majority class, and
FPE represents the average loss value of the minority class.
d(i)

n represents the expected value of the i th sample on the
nth neuron (tag value), and y(i)

n represents the predicted value
of the i th sample on the nth neuron (output value). Np is the
total number of minority classes, Nn is the total number of
majority classes, and k is a weight coefficient, which needs
to be adjusted according to the data set. τ can be seen as a
threshold, and it needs to be adjusted according to the data
set, before and after training and testing.

In the network, the relationship between the prediction
value y(i)

n and the output of the previous layer is

y(i)
n = eo(i)

n (10)

and the derivative of y(i)
n with respect to the output of the front

layer is

∂y(i)
n

∂o(i)
n

= eo(i)
n . (11)

The gradient of the MDFE loss function is
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂l(d(i)
n , y(i)

n )

∂o(i)
n

=

⎧
⎪⎨

⎪⎩

− 1

Nn
· 2d(i)

n · ∂y(i)
n

∂o(i)
n

y(i)
n < τ

0 y(i)
n ≥ τ

i ∈ Nn

∂l(d(i)
n , y(i)

n )

∂o(i)
n

= − 1

Np
· 2d(i)

n · ∂y(i)
n

∂o(i)
n

i ∈ Np .

(12)

The derivative of the output of the previous layer is
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂l(d(i)
n , y(i)

n )

∂o(i)
n

=
⎧
⎨

⎩
− 1

Nn
· 2d(i)

n · eo(i)
n y(i)

n < τ

0 y(i)
n ≥ τ

i ∈ Nn

∂l(d(i)
n , y(i)

n )

∂o(i)
n

= − 1

Np
· 2d(i)

n · eo(i)
n i ∈ Np .

(13)

The overall loss return function is as follows:
∂l(dn, yn)

∂o(i)
n

= ∂FPE

∂o(i)
n

+ ∂FNE

∂o(i)
n

= − k

Np
· 2d(i)

n · ∂y(i)
n

∂o(i)
n

· max(0, τ − y(i)
n )

− 1

Nn
· lndn · 2d(i)

n · ∂y(i)
n

∂o(i)
n

= − k

Np
· 2d(i)

n · eo(i)
n · max(0, τ − y(i)

n )

− 1

Nn
· lndn · 2d(i)

n · eo(i)
n . (14)

Thus, the above loss function can be applied in our
model.

V. EXPERIMENTS AND ANALYSIS

A. Data Description

Previous works have mainly linked user identities between
different social networking websites. Here, we consider more
general application scenarios. We collected data traffic in
core networks of Internet service providers (ISPs) of users
generated when they connected to the Internet. We capture
the Hypertext Transfer Protocol (HTTP) packets to extract the
URL that users visited. All packets are aggregated into flows
by five triples. In this way, we have the user’s anonymous
identification, which provides the ground truth, the timestamp
of the start and end time of the flow, and the URL the user
visited. A URL is a webpage link that users visit, which is only
an indirect representation of user web-browsing interests. The
most important information is the content the user browsed
or is interested in. Therefore, we also collected the resource
title of BT from https://bt.byr.cn/ (a BT resource-downloading
site on campus networks), the webpages of which listed all
the resources (including movie, episode, animation, music,
show, game, software, material, sports, documentary) that
each user (school student) browsed or downloaded. With
these three data sets, the proposed model is examined among
users in different regions. In this way, the capability of the
model to identify and distinguish users can be fully evaluated.
As given in Table I, we collected three data sets in distinct
environments in China: the mobile network of a city, the fixed
network of a campus, and a BT resource website on a campus
network.

On campus, students’ interests are relatively similar. Users
who live in the city are of different ages, work in differ-
ent industries, and have different lifestyles. In our exper-
iments, the proposed model is tested by using both data
sets. In addition, we further test the model with content that
users are interested in by crawling the BT resource title in
the browsing history. With the above three real-world data
sets, the performance and robustness of the proposed SAUIL
and C-SAUIL models are examined under real and diverse
environments.

B. Preprocessing

1) Preprocessing of the URL Data: Raw data always have
much “noise,” such as invalid data and abnormal data, which
may introduce bias and should be removed before training
the model. Every time we visit a website, many flows will
be generated when downloading elements on the webpage
from the server. To extract user’s browsing interests, dynamic
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resources, such as Hypertext Markup Language (HTML) [15],
are the most important data since they contain the textual
content the users browsed. The static resources that provide
a function of rendering the webpage rarely change and do
not depend on user inputs or preferences, such as URLs
ending in .js, .json, .gif, .png, .bmp, .ico, .rar, .zip, .txt, .flv,
.mid, .doc, .ppt, .jpeg, .pdf,.xls, .jpg, .mp3, .wma, .swf, .css.
In our experiment, we remove these resources from the flows.
Here, since we only have approximately 2000 valid users
(who generated more than 10 000 flows after removing static
resources) from the campus-based URL data, we randomly
selected 2000 users from the URL data collected from the
city and the campus as our original experimental data set.

2) Preprocessing of Web Content: After crawling the con-
tents (resource titles and usernames) from BT resource web-
pages, we look into the distribution of the number of visited
resources by each user. On average, a user visited 27 resources
per year. Approximately 90% of users visited fewer than
70 resources in a year.

With the above observation, to extract users’ interests
from browsed BT resource titles, we selected approximately
20 000 users (top 10%) who visited more than 70 resources to
perform the experiments.

3) User Identity Pair Construction: In our experiments, for
each user, we divided the URL/content data into two webpage
sets by time with the same number of flows/contents. With m
users, we have m matching pairs (2 webpage sets in a pair
belonging to the same user), m(m − 1) nonmatching pairs
(2 webpage sets in pair belonging to a different user). Then, for
user ul out of m users, we have a matching webpage set pair
(ptn

1 , ptn+1
2 )ul ul that satisfies �(ptn

1 , ptn+1
2 )ul ul = 1. We also

have a nonmatching webpage set pair (ptn
1 , ptn+1

2 )ul uk for users
ul and uk .

C. Evaluation

For evaluation purposes, we choose the optimal hyperpa-
rameters and test the performance of the model with dif-
ferent subnetworks. We use the accuracy and F-measure as
the classification performance metrics to examine different
subnetworks. Finally, we make a detailed comparison of the
proposed loss function under different imbalance ratios.

More specifically, we used cross validation to train
(eightfold data, 1600 in 2000 matching pairs in the URL
data/16 000 in 20 000 matching pairs in content data), ver-
ify (onefold data, 200 in 2000 matching pairs in the URL
data/2000 in 20 000 matching pairs in the content data), and
test (onefold data, 200 in 2000 matching pairs in the URL
data/2000 in 20 000 matching pairs in the content data) the
model. The proposed model should correctly identify matching
and nonmatching pairs. To have matching and nonmatching
pairs in specific proportions, for m users with a p : q
imbalance ratio, we have m matching pairs and randomly form
(m/p) × q nonmatching pairs.

1) Metrics:
1) Accuracy:

Accuracy = TP + TN

TP + TN + FP + FN
. (15)

Fig. 3. Grid search for the distance function hyperparameters α.

2) Recall (Minority Accuracy):

Recall = TP

TP + FN
. (16)

3) Precision:
Precision = TP

TP + FP
. (17)

4) G-mean:

G-mean =
√

TP

TP + FN
× TN

TN + FP
. (18)

5) F-measure:

F-measure = (1 + β2) × Recall × Precision

β2 × (Recall + Precision)
. (19)

β is a coefficient that adjusts the proportion of precision
and recall and is usually set to 1.

2) Choosing the Hyperparameters: Grid search is the most
common method to adjust parameters. Here, we find the
optimal hyperparameters of the distance function, the dropout
layer, and the dense layer by grid search. In Fig. 3, we can
clearly see that the model has the highest precision when
α = 3.5.

For the dropout layer and the dense layer, the optimal
parameters are 0.3 and 128, respectively, as shown in Fig. 4.

3) Subnetwork Comparison: In this section, we test the
classification performance of the model with different sub-
networks, i.e., MLP, CNN, and BLSTM. The results are given
in Table II for the three data sets. For model testing, two URL
data sets collected from a city and a campus have 200 users,
and the BT resource has 2000 users. The experiments were
conducted with a 1 : 3 imbalance ratio; i.e., there are
200 matching pairs and 600 nommatching pairs for the URL
data sets and 2000 matching pairs and 6000 nonmatching pairs
for the BT resource data sets.

The MLP achieves an average accuracy of 68%, and the
CNN predicts that most samples belong to the majority class.
BLSTM outperforms the MLP and CNN in terms of the
accuracy and the F-measure, especially for the content of the
BT resources. There are a very limited number of BT resource
types, and students usually maintain a similar preference
for BT resources in school, which can be well captured
by BLSTM using the browsing history of BT resources for
approximately 6 years. Based on the above-mentioned results,
we choose BLSTM as the subnetwork of the Siamese NN
architecture in the following experiments.
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TABLE II

COMPARISON OF THE MLP, CNN, AND BLSTM AS THE SUBNETWORK (CITY/CAMPUS/BT RESOURCE)

Fig. 4. Grid search for the parameters. (a) Probability p in the dropout layer.
(b) Number of units in the dense layer.

4) Loss Function Comparison: In this section, the per-
formance of the proposed loss function will be examined.
Table III presents the values of the hyperparameters for our
model. To increase the precision of the minority class (we want
to find matching pairs as accurately as possible), the model
learns the parameters of BLSTM and the threshold parameter
ρ along with the loss function MDFE during training. Here,
if the “distance” between the two inputs is smaller than the
value of ρ, then the two inputs belong to the same user, and
vice versa.

Our model is based on Siamese NNs, which can compare
the similarity between two inputs. More specifically, the inputs

TABLE III

SUMMARY OF THE HYPERPARAMETERS FOR OUR MODEL

are mapped into a latent space with a function (BLSTM); then,
the similarity can be easily compared by a distance function
(the Euclidean distance). During training, our goal is to find
the optimal parameters for the model to minimize (maximize)
the distance between inputs that belong to the same (different)
users. Here, our proposed loss function, cost-sensitive MDFE,
will be trained to increase the cost for misclassification of the
minority classes. Furthermore, the threshold parameter ρ will
be trained along with the loss function. If the distance between
two inputs is larger (smaller) than ρ, then the model outputs
1 (0), which means that two inputs are generated by the same
user (different users).

With the threshold parameter ρ equal to 0.6 and τ equal
to 1.8, we compare the performance of cost-sensitive MDFE
with other classic loss functions in Table IV under different
imbalance ratios. To save space, we only list the results with
a flow data set collected from a city and a campus since the
proposed SAUIL model performs very well with a data set of
browsed BT resource titles.

In Table IV, the MDFE achieves the best performance in
both data sets in terms of the accuracy, precision, and G-mean
under different imbalance ratios. Although the value of the
precision, recall, F-measure, and G-mean decrease with an
increasing imbalanced ratio for almost all the loss functions
(we have only one exception: the recall of the hinge loss is
0.99, 1.00, and 1.00 for 1:5, 1:10, and 1:50, respectively),
when the imbalance ratios increase, the differences between
the MDFE and other loss functions increase; in other words,
the MDFE performs better for data with higher imbalance
ratios. In terms of the recall, the MDFE performs the best in
the campus data set, and we correctly identify all the minority
samples in the testing data set collected from the city when
using the hinge loss with 1:10 and 1:50 imbalance ratios or
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TABLE IV

COMPARISON OF THE PERFORMANCE FOR DIFFERENT LOSS FUNCTIONS WITH A FLOW DATA SET COLLECTED FROM A CITY/A CAMPUS

Fig. 5. Comparison of the loss functions for the change in the loss and accuracy values for increasing training time. (a) Binary cross entropy. (b) Hinge.
(c) Absolute. (d) Square. (e) MDFE.

the absolute loss with a 1:5 imbalance ratio. The absolute
loss, the MDFE, and binary cross entropy have the largest
F-measure score under 1:5, 1:10, and 1:50 imbalance ratios
for the city data set.

Except for the MDFE, the other loss functions usually suffer
from exploding gradients during training. The mathematical
reasons behind these trends have been calculated in the
Section entitled “Cost-sensitive Learning.” We further examine
the changes in the loss value and the accuracy for different
training times in Fig. 5. During training, the loss and accuracy
curves of binary cross entropy are unstable, the loss value of
the hinge loss continues to increase, the absolute loss performs
very well but obtains very poor classification results in most
cases. The square loss has a good performance but achieves
a very low precision that is not suitable for our scenario. The
loss and accuracy value of the MDFE are relatively stable with
increasing training times.

VI. APPLICATION SCENARIO DISCUSSION

In the actual application environment, our model can be
trained and work on a monitor deployed on the outlet of
the home or company network. The use of our method does
not require the user to share data with other individuals or
organizations. Collected web logs usually record hundreds of

millions of flow records by five triples without a user ID.
To distinguish the flow records generated by the same real
person, in our previous work [50], [51], we found several
features that are widely available in Internet traffic, including
the IP address, the “online fingerprint,” and the spatiotemporal
behavior of the user. The above features are highly discrim-
inative between different users because they usually do not
change within a specific time period. Based on these features,
we remove part of the noisy data and obtain sets of flow
records, each of which is generated by the same real person.
Then, the URLs or content visited by the same person can be
linked with the proposed C-SAUIL model.

VII. CONCLUSION

In this paper, we propose a Siamese NN architecture-based
UIL (SAUIL) model to solve the UIL problem through
web browsing. Through a comparison, we employ BLSTM
as a subnetwork of the Siamese NN architecture. To further
improve the performance of the proposed model by consider-
ing the imbalanced UIL problem, we propose a cost-sensitive
loss function (MDFE) to increase the costs for misclassify-
ing the minority classes. With a cost-sensitive loss function,
we propose the cost-sensitive SAUIL (C-SAUIL) model for
an imbalanced UIL problem. Collecting real data sets from
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different regions and environments, we show that the SAUIL
model performs very well in the UIL problem through web
browsing and that the C-SAUIL model can improve the over-
all performance by implementing cost-sensitive classification
during training.

The next step will be improving the method and protect-
ing user privacy at the same time. More specifically, when
comparing different webpage sets, the URLs/web contents
that can reflect an individual’s preferences should have higher
weights. In addition, the proposed loss function may achieve
better minority accuracy (recall) and F-measure by adjusting
equations (7–9). How to improve the model by introducing
more features without using personal identifiers, as suggested
by the GDPR [14], is a key issue as well.
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